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Sintering is a complex production process where the process stability and product quality depend 
on various parameters. Building a forecasting model improves this process. Artificial intelligence 
(AI) approaches show promising results in comparison to current physical models. They are 
mostly considered black-box models because of their hidden layers. Due to their complexity and 
limited traceability, it is difficult to draw conclusions for real sinter processes and improving the 
physical models in a running plant. This challenge is addressed by focusing on detecting causal 
links from AI-based forecasting models in order to improve the understanding of sintering and 
optimizing existing physical models.

The recent advances in indus-
try have driven an enormous 

increase in the amount of data 
generated due to tightly connected 
machines and services. This data is 
increasingly valuable for the indus-
try as it contains information about 
correlations between production 
parameters, faults and/or distur-
bances in the production, causes of 
these problems, etc. Yet, this infor-
mation is hidden in the data and 
its extraction is a tedious and time-
consuming task.1 Machine learn-
ing (ML) attempts to address these 
issues by combining the strength 
of human perception and intelli-
gence with the processing power of 
computers.

As a result, it becomes easier to 
find statistical associations between 
the variables, identify previously 
undetected correlations and even 
answer critical questions such as 

“What caused a certain problem 
within production?” It stands to rea-
son that when better understanding 
the data, the understanding of the 
key elements about the quality of a 
product, the reason and detail about 
what and why happened in the pro-
duction is paramount.2 Motivated 
by that, many industry sectors are 
increasingly applying ML methods 
to improve decision support for 
employees by better understanding 
the production data, extracting pro-
duction insights, and defining meth-
ods that support product quality 

fine-tuning and production process 
optimization.3

Sintering, like other manufactur-
ing processes, involves several stages 
and components, from initializing 
the physical model to the final prod-
uct, each with its own effect on 
the product quality. Furthermore, 
modern sinter plants are endowed 
with sensors that have the ability to 
collect, produce and exchange data 
(machine-to-machine, machine-to-
human) from the entire produc-
tion process.4 These data contain 
important information that can be 
utilized for estimating the produc-
tion parameters with the biggest 
influence on quality and their caus-
al relations. Based on these insights, 
it seems likely that the final prod-
uct quality can be improved and 
the production efficiency increased. 
However, so far little is known about 
how ML applications can make use 
of such data in sinter production 
processes.

This paper presents an ML 
approach for estimating the poten-
tial influencing and process param-
eters in a sinter production. The 
pursued results and targeted impact 
contain findings about the process 
and relationships in the sinter plant 
and the sinter process and should 
pave the way to define methods to 
forecast and predict the quality of 
the produced sinter.

A modern sinter plant operation 
is often supported by a rule-based 
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system.4 This paper further investigates the rule-based 
system to understand the current system-changing 
events and the resulting rules. These findings should 
aid in adapting and optimizing the existing rules and 
inventing new rules to gain a higher production and 
quality increase on the sinter production machine. 
Therefore, an ML approach that improves the process 
of forecasting is used. ML approaches show promis-
ing results in comparison to current physical models. 
Due to their complexity and limited traceability, it is 
difficult to draw conclusions for real sinter processes 
and improve the physical models in a running plant. 
Hence, they are mostly considered as black-box mod-
els because of their hidden layers.5 This challenge is 
addressed by focusing on detecting causal links from 
ML-based forecasting models in order to improve the 
understanding of sintering and optimizing existing 
physical models. Furthermore, an interactive visual 
analytics tool is proposed that should support the 
experts in exploring the collected data as well as the 
results of ML methods.

The novelty value and scientific relevance embrace 
the detection of causal links by combining data ana-
lytics and information visualization approaches in 
the area of a sinter plant in the steel industry; new 
scientific findings and contributions in the field of 
visual interactive prediction in the industrial sector; 
requirements and solution models for introducing 
data analytics in an industrial context; findings about 
the possible uses or the connection between data ana-
lytics and visual analytics; and insights into the inter-
play and connection of data and rule-based decision 
support in the industrial environment.

This paper describes the background and provides 
an overview of applied knowledge processing, rule-
based expert systems, and artificial intelligence in the 
sinter production, followed by a description of the 
conducted and executed case study.

Background and Related Work 

Being a process with a significant energy consump-
tion in the steel and iron production process, sin-
tering attracts an increasing business and research 
interest.6 The nature of the main drivers of research 
efforts in this specific process is mostly economical 
but are often environmental and regulatory. Due to 
the increasing pressure to reduce conversion costs, 
the iron- and steelmaking industry is continuing its 
efforts to optimize production and processes.7

Research on computer-aided and data-driven meth-
ods for predicting process parameters like quality and 
throughput in the sintering process started with math-
ematical models and simulation and the efforts of, 
e.g., Kawaguchi et al.8 Since the mid-1980s, research-
ers were mostly focused on the application of expert 

systems for plant control, automation9 and capturing 
general operational knowledge.7

Current Rule-Based Expert Systems in Use — For moni-
toring the entire sintering process, several technical 
control systems are in use. These systems manage to 
control and operate the level 1 (L1) and level 2 (L2) 
layers of sinter machines and are named as “control 
systems,” “expert systems,” “rule-based systems” or 

“rule-based expert systems.” A starting point and 
overview about knowledge processing systems can be 
found in References 10 and 11.

Factors that influence the quality of the final sinter 
product, which are quite similar in every sinter plant 
despite where it is located or from whom it is operated, 
prevail. These factors compound the dimensioning 
of the return fines which are added to the current 
recipe/production, the physical (e.g., coarseness or 
cohesiveness) or chemical (e.g., basicity) composition 
of the current sinter, and the burn rising point (BRP), 
as well as the burn-through point (BTP). These fac-
tors always influence the quality and quantity of the 
final product. An overview of the influencing factors 
in sinter plants as the conclusion from the analysis of 
running facilities and coherences of these influencing 
factors is shown in Fig. 1.

A good approach of improving the current state of 
the art of these systems is to apply knowledge process-
ing methods like machine learning, deep learning 
or other ML techniques that would lead to a higher 
complexity and inspection of non-linear relationships 
between the influencing parameters, which is dis-
cussed in the following sections.

Current Machine-Learning Approaches in Sinter Production  
— Research on application of data-driven approaches 
in the sinter production is attracting more interest.6 
Due to the limitations in traditional model-driven 
approaches and the recent advances in the domain of 
ML, there have been significant efforts in the applica-
tion of these approaches in the iron- and steelmaking 
domain. With the increase in their complexity, ML 
models are becoming extremely difficult to explain 
and hence are often referred to as black-box models.5 
However, unlike the traditional model- or domain-
driven approaches, ML approaches can address the 
three important aspects of the (industrial) data.12 
First, ML approaches can learn and model non-linear 
and complex relationships. Second, these approaches 
address the problem of generalization, i.e., once the 
model is trained it can capture possible hidden rela-
tionships, which enables better predictions on unseen 
data in the future. Third, these approaches do not 
impose any restrictions on the input variables and 
their distribution.

One of the first uses of these approaches was pro-
posed by Shigaki and Narazaki.7 In their work, an 



M
AR

 2
02

1 
I IR

ON
 &

 S
TE

EL
 T

EC
HN

OL
OG

Y 
I A

IS
T.

OR
G

82 Technical Article

approach for inducing the operational rules to obtain 
products that meet a given quality specification was 
presented. The approach was based on a multi-layered 
neural network and the black-box nature of the 
approach was addressed through a rule extraction 
algorithm. Aside from the inference of the opera-
tional rules, there are research efforts in the domain 
of optimization of energy consumption of the sinter 
process. Wang et al.13 focused on developing an ML 
model for energy consumption using a combination 
of local outlier factor method for removing the outli-
ers from the production data, RRelieF method for 
selecting the most important features, and bagging-
enhanced extreme learning machine for final predic-
tion. On the other hand, Pasha et al.14 focused on the 
detection of air leaks in grate bars using deep learn-
ing for the classification of acoustic measurements 
with the goal of improving the energy efficiency by 
removing defected grate bars.

The area of sinter production that focuses on dos-
ing, proportioning and optimization of sinter ingre-
dients was recognized in the literature as another 
field with a significant research interest. Wu et al.15 
proposed and developed an intelligent integrated 
optimization system for proportioning of materials. 
The proposed system contains multiple steps and for 
each step a different ML method is used: least-squares 
support vector machine and the grey system theory 
model is used in the first step to predict the state 
parameters, following with the back propagation neu-
ral network for sinter quality prediction in the second 
step and concluding with the optimization algorithms 

for predicting the best proportioning scheme. On the 
other hand, the same problem was approached by Wu 
et al.16 with the improved genetic algorithm method. 
Similarly, linear programming, genetic algorithm and 
particle-swarm optimization techniques for optimiza-
tion of sinter ingredients were compared in the work 
of Sun et al.17 Vannocci et al.18 introduced the usage 
of fuzzy logic to optimize the control of the charging 
gates in a sinter production scenario.

In research focusing on material sciences for sinter 
production, ML methods such as genetic algorithms 
were used for parameter optimization in the math-
ematical modeling of sinter process19 and the problem 
of sinter basicity analysis was approached with the ker-
nel extreme learning machine and the Random Forest 
ensemble method.20, 21

However, most of the research work found in lit-
erature focused on forecasting various production 
parameters and sinter characteristics. Wang et al.6 
presented a prediction model for sintering char-
acteristics such as solid fuel consumption, gas fuel 
consumption, burn-through point prediction and 
tumbler index. Their work shows promising results 
where an accuracy of 94–96% is achieved using a 
combination of methods such as AdaBoost.RT and 
extreme learning machine for the prediction process 
and RRelieF method for feature selection. Similarly, 
Laitnen et al.22 use feedforward neural network for 
the prediction of sinter quality, sinter plant productivi-
ty, fuel consumption and the share of cold return fines. 
However, a similar task is approached with fuzzy logic 
in the work of Lei et al.23 An interesting approach was 

Sketch of common implemented/triggered events in sinter plants.

Figure 1
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presented in the work of Zhang et al.,24 where the task 
of predicting sinter output, quality, energy consump-
tion and the production cost was approached with the 
combination of several methods. At first, several back 
propagation neural network models were trained 
depending on the prediction task, following the usage 
of genetic algorithm for the selection of inputs to the 
previously trained models. Webster et al.25 showed 
the usage of partial least-squares regression for the 
prediction of sinter strength using x-ray diffraction 
patterns with the goal of establishing a fast feedback 
loop to the plant operator on whether the process is 
operating within the acceptable limits. The previously 
mentioned task of predicting the sinter strength was 
addressed with artificial neural network approaches 
in several research papers26–28 and with the Random 
Forest method.29 The task of sinter basicity predic-
tion was approached with least-squares support vector 
machine method in the work of Wang et al.30 and 
Song et al.31 A new combination of Bayesian evidence 
framework and support vector machine method was 
used by Qiang et al.32 to predict a burn-through point 
where the Bayesian evidence framework was used to 
infer regularization and kernel parameters of the sup-
port vector machine.

From the previous work mentioned in this section, 
it can be seen that until now, research in the domain 
of data-driven sinter production was focusing on a few 
key areas: (1) optimization of energy consumption, 
(2) optimization of dosing, proportioning and sinter 
ingredients, (3) improvement of the physical models, 
and (4) prediction of sinter production parameters 
and sinter characteristics. It was determined that 
there is a lack of research work focused on the causali-
ty and approaches focusing on exchange with domain 
experts to further improve the production process, 
enable discovery of new insights and increase applica-
bility of ML models in the real production scenarios.

General Options of Applying Modern Artificial Intelligence 
Approaches — Modern AI developments show a huge 
potential to improve many aspects of everyday life. 
However, AI is an umbrella term for all types of sys-
tems that are recognized as intelligent by humans. 
Different classes of approaches belong to AI; machine 
learning and reasoning are two of them. Whereas 
machine learning tries to find connections, rela-
tionships, dependencies within data autonomously, 
reasoning uses a symbolic knowledge representation 
and applies some inference mechanism to derive 
a solution. As described earlier, both research and 
application are found in the area of sinter production. 
Consequently, there are good chances to improve 
sinter production in terms of quality and quantity by 
applying methods from machine learning, but also 
from reasoning as well. The best results are expected 
in combining both approaches, first gaining insights 

into the data through machine learning and secondly 
using these results in reasoning solutions.

Case Study: Context and Procedure 

For sinter plants, the detailed connections between 
potential influencing parameters and process param-
eters like return fines or production, and quality mea-
sures, e.g., grain size or strength, are not yet described 
precisely by a metallurgical model. A control for opti-
mizing productivity while meeting quality require-
ments can help to make full use of the production 
capacity.

Data was collected in 2019 in the L2 system, which 
uses an open platform communications (OPC) inter-
face to the L1 system. For this case study, a resolution 
of 5-minute average values was used, which allows for 
the consideration of time delays between the measur-
ing points in the plant. The quality target variable 
was derived by physical analysis. Moreover, a 4-hour 
mixture probe, as well as several probes for the pro-
duced sinter during a 4-hour time span, were taken. 
These probes were mixed and this composition, which 
represents a 4-hour interval of the produced sinter 
quality, was then analyzed. This approach gives an 
overview of the performance in the 4-hour interval. 
However, for data analysis, it is difficult to relate the 
data from this 4-hour mixture probe to the process 
data, as process data can change or fluctuate during 
the 4-hour interval.

Measured data was stored as 5-minute average val-
ues and included information about waste gas (pres-
sure, amount, fan power, etc.), material (amounts 
of input materials), ignition hood (temperatures, 
amount of air and gas), process (sinter band speed, 
feeding roll data, water addition, return fines, sinter 
temperature, etc.), burn-through point (position of 
burn-through point and burn rising point, flame 
front speed, etc.), windboxes (temperatures), cooler 
(temperatures, speed), production (amounts of mixed 
materials, produced sinter and return fines) and labo-
ratory (chemical and physical analysis).

The sinter production was evaluated using a scale 
that weighs the material after screening. Harmonic 
diameter was used as the quality target variable. From 
the sample, taken as a 4-hour mixture probe, the 
grain size distribution was measured. The harmonic 
diameter dh was then calculated as the harmonic 
mean of the grain size distribution.

Case Study: Results  

Forecasting Model — Formerly, for analyzing the key 
production and quality influencing indicators, model-
driven (domain-driven) approaches were applied to 
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evaluate the previously described use-case scenario. 
Model-driven approaches are powerful as they (1) 
require profound understanding of the production 
and production processes, (2) base their assumptions 
on the previously proven physical relationships, and 
(3) are easy to interpret by the production engineers. 
However, relying on the linear relationships restricts 
these approaches and implies other limitations33 that 
can be complemented with ML methods that cover 
interdependencies that have been neglected by the 
first principles models. 

To address these challenges, a forecasting model 
was developed based on the production data col-
lected in a real sintering plant. Data was processed in 
three automated steps: initial data cleaning, uptime 
filtering and time modeling. In the first step, data 
is denoised by removing the possible outliers and 
unreliable data is removed. Understanding the map-
ping of different attributes of the production process, 
filtering, combining different attributes, and the 
imputation of missing data required a substantial 
domain knowledge and intensive exchange between 
analysts and domain experts. In the second step, data 
collected during the production downtime is filtered 
to prevent possible production outliers and finally, 
due to the changes in the production speed, data is 
adjusted time-wise. Due to the continuous nature of 
the production and the frequent change in speed of 
the production process, every data point required 
time adjustment, making time modeling the most 
challenging task in data pre-processing. During this 
process, a reference point (end of the sinter strand) 
was defined and every data point was adjusted time-
wise to match this point in the production process. 
This pre-processing was crucial to correctly assign the 
parts of the production data that were relevant for 
the target value. Afterwards, features were extracted 
from cleaned and adjusted time-wise data using Time 
Series Feature extraction based on scalable hypoth-
esis tests approach.34

The forecasting model is a ML regression model 
based on the Random Forest ensemble method.35 
During the development of the model, several other 
approaches such as support vector machine regressor, 

multi-layer perceptron and K nearest neighbors regres-
sor were tested, with Random Forest showing the best 
results. The predicted value was a harmonic diameter 
of the sinter. The Random Forest has shown promis-
ing results with root mean square error (RMSE) of 
0.209 (Normalized RMSE of 8.9%) on the prediction 
of the target value. However, the model with the best 
performance was too complex to be interpreted and 
explained (see Fig. 2, which shows just one of 225 
estimators). The interpretation of such model would 
be extremely time-consuming and despite not being 
a black-box model per se, a control strategy or a new 
production insight is difficult to infer. To improve the 
interpretability of the model and increase its applica-
bility in a real sinter plant, it was necessary to use an 
additional approach to understand the parameters 
that influence the final sinter quality.

Causal Approach — To discover parameters of the 
production that have influence on the sinter quality, 
a new requirement was added, namely the require-
ment of explainability. It can be associated with the 
general requirements of algorithmic decision-making 
processes: fairness, accountability and transparency.36 
The fairness requirement means that algorithmic 
decisions should not create discriminatory or unjust 
consequences.36 It is not applicable in the present-
ed context as decisions do not influence humans. 
However, accountability is addressed through the 
review and auditing process of the forecasting model 
by domain experts. The requirement of transparency 
is not addressed with the current (black box) forecast-
ing model. The fulfillment of this requirement would 
allow for better understanding of the model and the 
interplay of different process variables, and assist the 
process engineers in developing new control strate-
gies with new insights. Addressing the requirement of 
transparency, an approach was developed to increase 
the explainability of the forecasting model enabling 
an easier discovery of new insights. This approach is 
depicted in Fig. 3 and it consists of five steps: forecast-
ing model development, discovery interview with the 
domain experts, verification through visual analytics, 
verification through forecasting model analysis, and 

One out of 255 estimators (decision trees) from the Random Forest model.

Figure 2
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communication of the results. The steps are intercon-
nected and each one produces an output artifact that 
is used in another step.

First, a forecasting model was developed and used 
as an input artifact for other steps. This step rep-
resents a data-driven approach that is applied to 
a real-world use case. The developed forecasting 
model satisfied the accountability requirement as it 
underwent an audit that verified its performance and 
applicability. In the next step, a discovery interview 
was conducted with the domain experts to gather 
domain knowledge about the use case as well as 
materialize implicit knowledge. More specifically, a 
rough approximation of the diagram of influences 
was developed. This diagram contained the main enti-
ties of the production process, i.e., production and 
process parameters, target values, measured and non-
measured variables, controllable and non-controllable 
production variables, known causal links, and an 
approximation of correlation between different pro-
cess variables. An artifact developed in this step is a 
diagram of influencing parameters that contains the 
nature of connections between them. It can be seen 
as a set of hypotheses that are tested in the following 
steps to ensure that model-driven intuitions of the 
domain experts are present in the data, and that the 
developed forecasting model covers possible control 
strategies implemented in the production process.

In the third step of the approach (verification of 
the diagram through visual analytics), the previ-
ously developed diagram of influences underwent a 
verification process. Connections between process 
variables were tested to verify their existence and 

their nature through different types of 
correlations. During this process, feed-
back was provided to the domain experts 
to fine tune the diagram of influences 
from the second step. The fourth step 
in the approach was the verification of 
the diagram through forecasting model 
analysis. At this point, the diagram of 
influences was in a matured state that tar-
geted the detailed description of the con-
nections between different process param-
eters. Thus, connections that had unde-
fined effects but were observable could 
be explored. The main goal of this step 
was to define the nature and the details 
of the relationship between different pro-
cess parameters and to explore possible 
non-linear relationships. Aside from the 
analysis of the relationship nature, it was 
possible to quantify the impact of differ-
ent variables on the end target through 
feature importance. The final step in the 
approach dealt with the communication 
of the results. It is of utmost importance 

to ensure the applicability of the forecasting model 
and discovery of the new insights and control strate-
gies and communicate the satisfied accountability 
requirements to the end users, domain experts, and 
the applicants of the model.

In this case study, the proposed approach was 
applied. In the first step, a discovery interview was 
conducted. Three process engineers were interviewed 
to map their implicit knowledge about the relation-
ships in the sinter production and the types of cor-
relation between different process variables. In the 
second step, each of these relationships was viewed 
as an assumption. The validity of these assumptions 
was checked to verify if they corresponded with the 
real-world data and the results of the forecasting 
model. This process was done in several iterations 
with the feedback loop to the domain experts. After 
a discovery interview with the production engineers, 
a diagram of influencing parameters was developed. 
This diagram is depicted in Fig. 4. It contains the 
most important production parameters and defines 
connections between them. Connections are defined 
as different correlation types between the parameters 
and for this use case, correlations are defined as:  
(1) positive, (2) negative or (3) varying correlation.

A positive correlation (1) exists when values of 
one production parameter increase with respect to 
another production parameter. For instance, the 
amount of added sinter return fines (kg/metric ton) 
and the specific coke consumption (kg/metric ton) 
shows a characteristic pattern for a positive correla-
tion. Similarly, if the revolutions per minute of the 
exhaust fan increase, the amount of created pressure 

Diagram of the proposed approach.

Figure 3
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will also increase, which further results in a positive 
correlation of the speed of the flame front. On the 
other hand, negative correlations (2) can be observed 
for the speed of the flame front and the harmonic 
diameter where an increase of the flame front speed 
results in a decrease of the harmonic diameter of 
the produced sinter. For varying correlations (3), 
different production behaviors can be observed. For 
example, a general rule of thumb is that a lower sinter 
strand speed can increase the harmonic diameter of 
the sinter but, due to the complexity of the produc-
tion process, it is not guaranteed.

The diagram depicted in Fig. 4 contains contex-
tual information about the measurability of different 
production parameters. Through the discovery inter-
view with the domain experts, four different types of 
production parameters were defined. The first group 
of production parameters are the ones that can be 
directly influenced by the operator through a control 
variable (e.g., sinter strand speed). The second group 
of parameters are those that are measured but cannot 
be directly controlled by the plant operator. These 
are, e.g., recirculation gas temperature and the flame 
front speed which are observed, measured and used 
as an indicator in the plant control strategy. A third 
group of parameters are those that are not controlled 
and not measured. The effect of these parameters can 
be observed through different production indicators 

but are not measured due to, e.g., absence of the ade-
quate measuring equipment or the sinter plant modus 
operandi. The final group of parameters are the tar-
get values. These values are sinter productivity, as an 
indication of the sinter plant output, and the sinter 
harmonic diameter as an indication of sinter quality.

The diagram of influences that was developed 
through the interviews with the plant operators is 
defined as the ground truth with possible confound-
ing variables and is defined as the hypothesis. In the 
next steps this hypothesis is tested through (1) visual 
analytics approach and (2) analysis of the forecasting 
model.

Verification Through Visual Analytics — Because set-
ting up ML approaches for verification is often time- 
consuming, visual analytics seems to be a promis-
ing assistance to ML, particularly to do a root-cause 
analysis.37 Therefore, to visually assess temporal data 
and the relation between attributes as well as the 
related correlation coefficient, two open-source visu-
al analytics applications are used: first, Ordino,38 
an interactive rank-based web application, which is 
used for data-driven approaches to create, visualize 
and explore rankings of items. This allows domain 
experts to rank, sort and/or filter variables from the 
sinter process to detect outliers or similar pattern 
over time. Second, further functionality was added by 

Diagram of influences in the sinter production process.

Figure 4
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using TourDino39 to calculate and visualize similarity 
measures.

For evaluating the 5-minute data, time stamps were 
displayed row-wise and attributes column-wise in 
Ordino. To keep the data analysis process coherent 
with the forecasting model, the 4-hour time shift for 
the physical analysis was taken into account, which 
was not provided by default. As this time delay was 
not adjusted within the raw data, this feature was 
additionally implemented in Ordino. This led to a 
reliable comparison of variables all over the sinter 
process, where domain experts and process engineers 
could compare time-adjusted values on demand. This 
feature was of relevance for the quality target variable, 
the harmonic diameter. Thus, first insights into the 
relationship between the time-shifted harmonic diam-
eter and the sinter speed were gained by analyzing the 
pattern within the tabular view (Fig. 5a).

However, as the list of important variables pro-
vided was large and cognition was limited in correctly 
guessing the correlation coefficient between the vari-
ables,40 TourDino39 was integrated into the Ordino 
application. TourDino helps in seeking relationships 
and patterns in data and provides an overview of the 
statistical significance of various attribute compari-
sons without losing the existing ranking. It indicates 
correlations with a Spearman’s Correlation coefficient 
in addition to a scatterplot.

With a Spearman’s Rank correlation coefficient of 
0.741, the hypothesis regarding a strong positive rela-
tionship between the sinter return fines (kg/metric 
ton) and the specific coke consumption (kg/metric 
ton) (n = 398, p < 0.001) was visually confirmed (see 
Fig. 5). Thus, the positive relation from the forecast-
ing model was verified based on domain knowledge 
by using visual analytics. Similarly, there was a nega-
tive correlation between the sinter strand speed and 
the harmonic diameter (Rs = –0.266, n = 398, p < 
0.001). The correlation coefficient only holds true 
for the selected time period because, according to 
the domain experts, the sinter strand speed and the 
harmonic diameter show varying correlations. To test 
this variation, the selected time period was changed 
and a positive correlation between these variables (Rs 
= 0.063, n = 744, p < 0.001) was obtained.

Verification Through Forecasting Model Analysis — 
Following the verification through visual analytics, a 
verification of the diagram was performed using the 
analysis of the forecasting model. At this stage, the 
diagram of influences, developed in a model-driven 
way, was compared to the data-driven forecasting 
model. The previous verification approach using 
visual analytics targeted single relationships between 
different production variables. Verification of these 
relationships is crucial for confirmation that the 

Rank-based Ordino shows the variable Isozeit in ascending order and displays the other variables respectively (a). TourDino 
shows a negative correlation between sinter strand speed (Sinter Strand Speed) and harmonic diameter (Dh) (b).

Figure 5

(a) (b)
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effects observed in the production are also visible 
through data. However, unlike the previous step, here 
the focus is on a more holistic view of the production; 
that is, the quantification of the impact of different 
production variables to the target value (harmonic 
diameter).

The forecasting model, developed in the first step, 
is a regression model that uses different data repre-
sentations (features) to perform a prediction. These 
features range in their complexity from simple (e.g., 
maximum and minimum value of the time series) to 
more complex (e.g., continuous wavelet transforma-
tion parameters, linear trend parameters, etc.). These 
features are used as input to the forecasting model 
and once the model is trained and its hyperparam-
eters tuned, the most influential features regarding 
the predicted value can be extracted.

In the analysis, the top 100 features from the fore-
casting model were used. This number of features was 
selected based on the performance analysis of the 
model, i.e., the observed performance of the forecast-
ing model degraded with the introduction of more 
features. Once the features were extracted from the 
trained model, they were analyzed with respect to the 
production variables from the diagram of influences.

During analysis of the forecasting model, the exis-
tence of the measured and controlled production 
variables were identified from the diagram of influ-
ences in the most important features. Some of the 
production variables in the model could not be 
directly identified, but a form of their representa-
tion was found in another variable. For example, the 
exhaust fan pressure variable was not present in the 
list of features; however, a variable that represents the 
flap opening that directly influences the exhaust fan 
pressure was identified. Another example is the sinter 
bed permeability, which was represented through the 
standard deviation of one suction box reading. The 
burn-through point was represented through the 
temperature readings in several suction boxes toward 
the end of the sinter strand, etc. Through this analysis, 
the previously defined hypothesis could be confirmed. 
Furthermore, the analysis of the model and the most 
important features enabled the discovery of new 
insights from the production.

Conclusions and Outlook 

This paper presented a case study in which a data- 
driven approach was used to discover influencing 
parameters in the sinter production process. Within 
a case study, a forecasting model was developed to 
predict the harmonic diameter as a central quality 
parameter indicating the grain size distribution of the 
finished sinter. Due to the complexity of the model, 

an approach for the increase of the explainability 
of the complex (black box) forecasting model was 
developed, enabling easier discovery of new insights 
and control strategies. Five important steps were 
identified, in which a forecasting model in the sinter 
production scenario was developed, followed by devel-
opment of the diagram of influences through inter-
views with the domain experts. Once developed, the 
diagram underwent verification through visual ana-
lytics and forecasting model analysis. Finally, results 
were communicated to the end users, domain experts 
and the applicants of the model. The visual analytics 
approach proved to be a promising assistance to visu-
ally analyze relations between variables for the sinter 
production due to an easy detection of patterns over 
time. Particularly by evaluating correlations between 
given data and time-adjusted (time shift) data from 
the physical analysis, a valid characterization that 
corresponds to the diagram of influences based on 
expert interviews could be achieved. Summarizing 
the insights from the visual analysis, it can be stated 
that visual analytics can be applied as a promising 
alternative or additional support to complex and 
time-consuming ML approaches. Overall, it is the 
authors’ opinion that the approach provides cognitive 
decision support41 by fulfilling the transparency and 
the accountability requirements of deciders in the 
use case. For future work, the authors want to expand 
their research into the domain of causal discovery 
and causal inference to enable easier verification of 
domain knowledge and use this input to further devel-
op ML models in the domain of sinter production.
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